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Abstract. Determination of the relative abundance of two populations, separated by
time or space, is of interest in many ecological situations. We focus on two estimators of
relative abundance, which assume that the probability that an individual is detected at least
once in the survey is either equal or unequal for the two populations. We present three
methods for incorporating the collected information into our inference. The first method,
proposed previously, is a traditional hypothesis test for evidence that detection probabilities
are unequal. However, we feel that, a priori, it is more likely that detection probabilities
are actually different; hence, the burden of proof should be shifted, requiring evidence that
detection probabilities are practically equivalent. The second method we present, equiva-
lence testing, is one approach to doing so. Third, we suggest that model averaging could
be used by combining the two estimators according to derived model weights. These dif-
fering approaches are applied to a mark–recapture experiment on Nuttall’s cottontail rabbit
(Sylvilagus nuttallii) conducted in central Oregon during 1974 and 1975, which has been
previously analyzed by other authors.
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INTRODUCTION

The change in population size over time or space is of
interest to ecologists in several settings. Much of matrix
modeling in population ecology is devoted to determining
the growth rate of a population under various conditions
(see Caswell 2001). In conservation biology, much at-
tention is devoted to estimating trends, in which a decline
would indicate a population that might require human
intervention to avoid entering a threatened or endangered
status (Brindley et al. 1998, Sugimura et al. 2000). In
some cases of harvest management, regulations are based
largely on estimates of population change over time (e.g.,
Dolton et al. 2001, Kelley 2001).

Interest in change over space or time is not limited
to populations. Its counterpart is found in community
ecology, where number of species rather than abun-
dance of animals is the issue, and the focus is on the
change in species richness over time or space (Nichols
et al. 1998a, b). Our discussion of relative abundance
in this paper is directly applicable to this case.
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Whether defined over space (relative population size)
or time (population growth rate), relative abundance
between two points (l) is defined as

N2l 5 (1)
N1

where N1 and N2 are the sizes of the populations at
points 1 and 2, respectively.

Of course population size is rarely, if ever, known.
Often a survey is conducted that yields a count of an-
imals at each point (Ci). These counts may serve as an
index to abundance, and together yield an estimate of
relative abundance:

C2l̂ 5 . (2)1 C1

However, this estimator will be biased if detection
probabilities are different at points 1 and 2. Detection
probability, Pi, is the probability that a member of the
population of interest is included in the count at time
or location i. The expected value of the count is

E[C ] 5 N 3 P .i i i (3)

If detection probability can be estimated, i.e., using
capture–recapture methods (see Otis et al. 1978, Hug-
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gins 1991) or distance sampling (Buckland et al. 1993),
a more robust estimator, derived from Eq. 3, is

ˆC /P2 2l̂ 5 . (4)2 ˆC /P1 1

We agree wholeheartedly with previous authors (e.g.,
Skalski et al. 1983, Thompson et al. 1998, Nichols et
al. 2000, Anderson 2001, Yoccuz et al. 2001) that es-
timating relative abundance based on indices alone
(e.g., raw counts) is naı̈ve, and that every effort should
be made to design a survey that enables detection prob-
abilities to be estimated. A pertinent question is how
the estimation of detection probability, an important
parameter statistically, should be incorporated into the
estimation of relative abundance, the parameter of eco-
logical interest. That is the focus of this paper. We begin
with an approach described in Skalski et al. (1983) that
involves a hypothesis test to determine whether the P’s
can be excluded from the estimation of l. We offer two
alternatives to their approach. The first is a hypothesis-
testing approach based on equivalence tests (e.g., see
Manly 2001). The second is a model-averaging ap-
proach, as in Buckland et al. (1997) and Burnham and
Anderson (1998), which argues that relative abundance
should be estimated as a weighted average of 1 andl̂

2. The relative weights for each model could be de-l̂
termined via information-theoretic methods, such as
Akaike’s Information Criterion (AIC), or bootstrapping
(Burnham and Anderson 1998). We advocate the mod-
el-averaging approach for estimation, but argue that
equivalence testing is the most logical approach to con-
sider when there is direct interest in determining wheth-
er detection probabilities for the two populations are
practically equivalent.

INCORPORATING DETECTION PROBABILITIES

Traditional hypothesis-testing approach

Skalski et al. (1983; also see Skalski and Robson
1992:97) emphasized the importance of estimating P’s,
but advocated that they should be ignored if they could
not be shown to be different, as 1 would then be anl̂
appropriate estimator with smaller standard error. Skal-
ski et al. (1983) outlined two approaches for evaluating
the following hypotheses:

H : p 5 p0 1 2

H : p ± pA 1 2

where pi is a vector of capture probabilities obtained
from a capture–recapture experiment at point i. One
method was a likelihood ratio test and the other was a
contingency table approach. Under either approach, if
the null hypothesis, H0, is rejected, then 2 should bel̂
used to estimate relative abundance; otherwise, 1l̂
should be used. Nichols et al. (1998a, b) applied this
approach in estimating change in species richness over
space and time, and have incorporated both options into
program COMDYN (Hines et al. 1999).

However, the burden of proof is on HA (detection
probabilities are assumed equal until sufficient evi-
dence suggests otherwise), yet in most practical situ-
ations, it is often unreasonable to expect detection
probabilities to be constant. For instance, detection
probabilities may vary with (1) environmental vari-
ables such as weather conditions; (2) different observ-
ers; or (3) local habitats. Hence, a priori, a null hy-
pothesis of no difference is likely to be false. The test-
ing of trivial null hypotheses in ecological settings has
recently come under a great deal of criticism (Steidl et
al. 1997, Johnson 1999, Anderson et al. 2000), and in
such situations, low power of the testing procedure is
most probably the cause of H0 not being rejected. Con-
versely, with very large sample sizes, H0 may be re-
jected even if a practically inconsequential difference
exists. Failing to reject a null hypothesis of ‘‘no dif-
ference’’ indicates that there is insufficient evidence
that detection probabilities are different, but does not
prove that they are the same.

Skalski et al. (1983) acknowledged the potential lack
of robustness of 1 and also that the low power of thel̂
testing procedure may result in 1 being used inappro-l̂
priately. They suggested raising the a level of the test
to 0.10, to improve the power of the test. This is a
reasonable approach to minimize Type II errors, but an
alternative is to shift the burden of proof to find evi-
dence of homogeneity, using equivalence testing.

Equivalence-testing approach

Equivalence tests may be constructed in one of two
ways, reflecting the hypothesis that is to be tested. One
may use an equivalence hypothesis, which assumes that
two (or conceptually more) model parameters are
equivalent to within some pre-specified bounds; the
testing procedure seeks evidence to falsify this. Tra-
ditional hypothesis tests could be considered as a spe-
cial case of such an approach, where the pre-specified
bounds are so small that they amount to exact equality.
Alternatively, one may assume a hypothesis of in-
equality and seek evidence that the parameters of in-
terest are practically equivalent. It is this second form
of equivalence tests that we shall focus on, as this
represents our a priori beliefs that detection probabil-
ities should be assumed to differ by a substantial
amount until sufficient evidence is gathered to the con-
trary. This shifting of the burden of proof is appropriate
here, because 1 could be badly biased when detectionl̂
probabilities are unequal. The value of such tests has
long been recognized in pharmaceutical and medical
situations. Early examples in these fields include West-
lake (1973), Metzler (1974), and Dunnett and Gent
(1977). More recently, the applicability of equivalence
tests to environmental problems has been recognized
(McBride et al. 1993, Erickson and McDonald 1995,
McBride 1999, Manly 2001), but to date, there is little
evidence that the methods, and mind set, have filtered
into ecological studies.
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With this class of test, the hypothesis to be tested
assumes that the items of interest are substantially dif-
ferent; the alternative is that they are equivalent (i.e.,
the true difference lies within some pre-specified
bounds). For example, the hypothesis (H) and its al-
ternative (K) for testing whether the parameter m is
inequivalent for two populations would be:

H: m 2 m # u m 2 m $ u1 2 L 1 2 U

K: u , m 2 m , uL 1 2 U

where uL and uU are the accepted lower and upper limits
for the true difference, between which the parameters
will be deemed equivalent. This hypothesis can be test-
ed using two one-sided tests (e.g., see Berger and Hsu
1996, Manly 2001):

H : m 2 m # u H : m 2 m $ u1 1 2 L 2 1 2 U

K : m 2 m . u K : m 2 m , u .1 1 2 L 2 1 2 U

The overall hypothesis is rejected at the 100a% level
if and only if both of the subhypotheses (Hi) for the
one-sided tests are rejected, each at the 100a% level.
No adjustment for multiple comparisons is required
when testing for equivalence with this type of method
(Berger and Hsu 1996). The overall P value for the
equivalence test is the maximum of the P values ob-
tained from the tested subhypotheses (Berger and Hsu
1996).

Manly (2001:184–190) presents the equivalence test
using two one-sided t tests. However, for non-normal
data, such as counts and detection probabilities, one-
sided likelihood ratio tests may be more appropriate.
A one-sided likelihood ratio test for H1 could be con-
ducted by: (1) obtaining the log-likelihood for the as-
sumed model (lH) where m1 5 m2 1 uL; (2) obtaining
the log-likelihood for the alternative model (lK) con-
straining m1 . m2 1 uL; (3) calculating the test statistic:
X 2 5 2(lK 2 lH); and (4) comparing X 2 to the dis-2x̄1

tribution to determine whether X 2 is unusually large.
Asymptotically, X 2 will have a chi-bar-square dis-

tribution with 1 degree of freedom, , which is a 50:2x̄1

50 mixture of zeros and random variates (Dykstra2x1

and El Barmi 1997). More generally, the degrees of
freedom associated with X 2 and 2 will be the differencex̄
in the number of parameters estimated in the tested and
alternative models. This general procedure would be
repeated for the second one-sided test, H2, and some
overall conclusion about the equivalence of the param-
eters could be made.

Key to the concept of equivalence testing is: for what
range of values should two parameters be deemed
equivalent? Clearly, the appropriate bounds will vary
with each application, but they should be chosen to
have some reasonable biological or management in-
terpretation. In the case of relative abundance, one
might be willing to tolerate a 10% bias in l due to
using 1 for estimation. In a simple case where Pi 5l̂

pi, from Eq. 4 we can see that such a bias would result
if p2/p1 , 0.90 or p2/p1 . 1.10. Some idea about the
value of p1 or p2 would then be needed. If p1 ø 0.5,
then this tolerance would be exceeded if p2 , 0.45 or
p2 . 0.55. In this case, therefore, uL 5 20.05 and uU

5 0.05. This exercise of determining the value of u is
similar to the determination of a meaningful effect size
required for calculations of power when designing a
study. Although some may hesitate to use equivalence
tests because of the subjective nature of defining the
appropriate bounds, we strongly argue that this is pref-
erable to the testing of the ‘‘objective’’ hypothesis of
exact equality, which is very unlikely to be true from
the outset.

Model-averaging approach

The choice between traditional tests of homogeneity
of detection probabilities and equivalence tests could
depend on philosophy, or a relative emphasis on bias
vs. precision based on a metric like MSE (mean square
error). An alternative approach to balancing bias and
precision is to forego testing altogether and use model
averaging to estimate relative abundance. Much has
been written in recent years about selecting among sta-
tistical models using measures like AIC and model av-
eraging (e.g., see Norris and Pollock 1996, Buckland
et al. 1997, Burnham and Anderson 1998). Under this
approach, a model that includes equal P’s can be con-
sidered for the sake of parsimony (i.e., balancing the
potential bias due to that constraint against the in-
creased precision expected by reducing the number of
parameters considered), along with more general mod-
els. The relative weight of evidence for each model can
be obtained from either the difference in AIC (or AICC,
which includes a correction for small sample bias) val-
ues for the fitted models or via bootstrapping.

Based upon AIC values, the weight for the jth of the
m models fitted to the data, wj, is

exp(2DAIC )jw 5 (5)j m

exp(2DAIC )O k
k51

where DAICj is the difference in AIC between the min-
imum value and the value for model j (Burnham and
Anderson 1998). Alternatively, using a bootstrapping
approach, wj would be determined by the proportion of
times that model j was the most parsimonious, when
the m models are fit to each of the B bootstrap resam-
pled data sets (Norris and Pollock 1996).

It follows that model-averaged estimates of relative
abundance and associated standard error would be as
follows (Burnham and Anderson 1998):

m

l̄ 5 w l̂ (6)O j j
j51

m
2 2ÏSE(l̄) 5 w SE(l̂ ) 1 (l̂ 2 l̄) . (7)O j j j

j51
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TABLE 1. Collected data on Nuttall’s cottontail rabbit (Syl-
vilagus nuttallii).

Capture history 1974 1975

11
10
01

7
80

7

17
84
10

Total no. unique animals 94 111

Note: Capture histories represent the possible observable
combinations of rabbits encountered (1) and not encountered
(0) at each trapping occasion.

TABLE 2. Estimated mean capture probabilities (and 1 SE)
for each of the two models considered for the cottontail
rabbits example using Huggins’ (1991) conditional likeli-
hood model.

Trapping
occasion

Capture probabilities

Equal p·

Unequal

p74 p75

1
2

0.59 (0.08)
0.13 (0.02)

0.50 (0.13)
0.08 (0.03)

0.63 (0.09)
0.17 (0.04)

Such an estimation approach is appealing. Whereas
testing of biological hypotheses, especially based on
planned experiments, is logical and is part of scientific
methodology, inference about nuisance parameters
such as detection probability is merely a step toward
scientific inference, and therefore testing here is less
appealing. If testing for the homogeneity of the P’s
concludes that they are not equivalent, then 2 is usedl̂
and relative abundance is estimated in the face of un-
certainty about the value of the P’s or, more impor-
tantly, their ratio. However, if testing concludes that
the P’s are equivalent, then the ratio of the P’s is as-
sumed to be 1.0 and the uncertainty in that value is
ignored. Therefore, the ecological inference of interest
is predicated on the validity of a previous statistical
hypothesis test (the exact equality of the P’s), without
incorporating the error rate of that test into the error
rate of the ecological inference. Even Skalski et al.
(1983) advocate hypothesis testing to determine wheth-
er or not to consider P’s in the calculation of l, but
advocate using estimation instead of testing to make
the ecological inference about l.

Taking a model-averaging approach retains the un-
certainty in l due to model selection, and balances the
trade-off between bias and precision in using 1 or 2.l̂ l̂
The precision that results from this process incorpo-
rates the uncertainty in the value of the ratio of the P’s.

EXAMPLE: NUTTALL’S COTTONTAIL RABBIT

We demonstrate the use of equivalence tests and
model averaging by reassessing the Nuttall’s cottontail
rabbit (Sylvilagus nuttallii) data used by Skalski et al.
(1983). In August of 1974 and 1975, the population on
an 87.0-ha study area in central Oregon was sampled
using capture–recapture methods. Cottontails were
live-trapped, marked with picric acid, and released. On
5 September 1974 and 3 September 1975, cottontails
were ‘‘recaptured’’ during drive censuses, with the re-
sulting data summarized in Table 1. Using this capture–
recapture design, the probability of being detected at
least once is

P 5 1 2 (1 2 p )(1 2 p )i 1,i 2,i (8)

where pt,i is the capture probability at sampling occa-
sion t in year i. Skalski et al. (1983) acknowledge that
it was possible that the same animal may have been

sighted multiple times during the drive censuses, but
they use the data for illustrative purposes only, as we
do here.

To make inference about the p’s, we used Huggins’
(1991) model for closed populations that conditions the
likelihood upon the animals detected at least once. This
does not enable population size to be estimated directly,
but here we wished to focus on the p’s. Similar con-
clusions are likely to be made if other appropriate
closed population models were used (e.g., see Otis et
al. 1978), but Huggins (1991) method was used for its
practical convenience. Table 2 contains the estimated
p’s for the two models considered.

Based upon these values, our estimates of 1 and 2l̂ l̂
are

111
l̂ 5 5 1.181 94

111/[1 2 (1 2 0.63)(1 2 0.17)]
l̂ 5 5 0.922 94/[1 2 (1 2 0.50)(1 2 0.08)]

which, allowing for round off error, agree with those of
Skalski et al. (1983) who gave estimates of relative abun-
dance in the two years as 1.18 6 0.10 and 0.91 6 0.27;
(estimate 6 1 SE). Clearly, by accounting for detection
probabilities, the estimate of relative abundance is less
precise, but note that the implications of the point esti-
mates themselves differ substantially, indicating an in-
creasing and decreasing population, respectively.

Taking a traditional hypothesis-testing approach,
Skalski et al. (1983) concluded that there was insuf-
ficient evidence to reject the null hypothesis that the
p’s were equal (x2 5 3.4, df 5 2, P value 5 0.18), and
hence suggested that 1 was an appropriate estimator.l̂

However, a different conclusion is reached if equiv-
alence testing is used to determine whether there is
sufficient evidence to reject the hypothesis that the p’s
are inequivalent. The intent, therefore, is to test the
following hypothesis, where p74 and p75 are the vectors
of capture probabilities for the population in each year,
with uL and uU being the vectors that represent the
bounds on p74 2 p75:

H: p 2 p # u p 2 p $ u74 75 L 74 75 U

K: u , p 2 p , u .L 74 75 U

Because there were two trapping occasions in each
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FIG. 1. Illustration of the four subhypotheses for the
equivalence test in the Nuttall’s cottontail rabbit example.
Shaded (hatched) areas represent the regions where the hy-
potheses (Hj) are true; the unshaded central area is the inter-
section of four rejection regions: the equivalence region. Axes
are the difference between years (1974 and 1975) of the cap-
ture probabilities for the first and second sampling occasion
(Dpt 5 pt,74 2 pt,75). The difference between the maximum
likelihood estimates (MLE) for the example is also indicated.

TABLE 3. Results for determining whether capture proba-
bilities at each sampling occasion are equivalent, to within
60.1, in 1974 and 1975.

Subhypothesis lH lK X 2 P value

H1: p1,74 # p1,75 2 0.1
H2: p1,74 $ p1,75 1 0.1
H3: p2,74 # p2,75 2 0.1
H4: p2,74 $ p2,75 1 0.1

2128.66
2129.65
2128.68
2135.60

2128.66
2128.64
2128.64
2128.64

0.00
2.02
0.07

13.91

0.50
0.08
0.40

,0.01

Note: lH and lK are the log-likelihood values under the as-
sumed and alternative models; X 2 is the test statistic; and the
P value is determined from the chi-bar-square distribution
with 1 degree of freedom.

year, to reject the overall hypothesis that the p’s are
inequivalent, each of the four following subhypotheses
must be rejected:

H : p # p 1 u1 1,74 1,75 1,L

H : p $ p 1 u2 1,74 1,75 1,U

H : p # p 1 u3 2,74 2,75 2,L

H : p $ p 1 u .4 2,74 2,75 2,U

We used ut,L 5 20.1 and ut,L 5 0.1. These limits for
determining the practical equivalence of the p’s are
very liberal, because a true absolute difference of 0.1
would create a bias of approximately 620% if 1 werel̂
used to estimate relative abundance. Fig. 1 illustrates
how the intersection of the rejection regions for these
four hypotheses creates the equivalence region: the area
of the parameter space where the p’s will be deemed
equivalent.

Table 3 presents the results of the likelihood ratio
tests. Because the P value for the overall test is 0.50,
there is no evidence to reject the hypothesis that the
p’s are inequivalent; hence, one would conclude that

2 is the appropriate estimator to use. Alternatively,l̂
because the difference in the maximum likelihood es-
timates lies within the shaded region of H1 (Fig. 1),
there will not be sufficient evidence to reject H1. Hence,
for this example, the same conclusion could be reached
without performing any actual tests.

Avoiding hypothesis testing altogether and taking a
model-averaging approach provides some further in-

teresting insight. Using Program MARK (White and
Burnham 1999), the AICc model weights are 0.57 and
0.43 for models with equal and unequal p’s, respec-
tively. This suggests that although the majority of sup-
port is for the model with equal p’s, it is by no means
overwhelming and there is also a large degree of sup-
port for the unequal detection probability model. The
lack of a clear choice for a single model reflects the
contrasting results obtained from the two hypothesis-
testing approaches. From Eqs. 6 and 7, the averaged
estimate of relative abundance is 5 1.06 (SE 5 0.22).l̄
Therefore, using model averaging, we obtain an esti-
mate of relative abundance that is between 1 and 2;l̂ l̂
hence, it is probably less biased than 1 and has al̂
smaller standard error than 2. We would conclude thatl̂
the relative abundance of cottontails in 1975 is similar
to that in 1974.

DISCUSSION

The relative merits of the three methods detailed here
depend upon the overall goal of the study and a priori
beliefs of the researchers. If there is scientific interest
in the P’s, and a decision between models with equal
or unequal detection probabilities is required and ap-
propriate, hypothesis testing may be more appropriate
than a model-averaging approach. Given the recent ar-
guments against the testing of the trivial hypothesis of
exact equality used by traditional hypothesis tests, one
could suggest that such tests should be abandoned al-
together in favor of equivalence tests. Consideration of
where the burden of proof should lie then dictates
which hypothesis (equivalence or inequivalence)
should be tested. We believe that, in settings similar
to those we have just described, equivalence tests using
the inequivalence hypothesis are the most appropriate
method to use. Falsely concluding that the P’s are about
equal, by failing to reject a hypothesis of equivalence,
will lead to biased estimates of relative abundance.

However, we advocate an estimation approach to in-
ference on P’s and, within that approach, we encourage
model averaging because it incorporates not only the
level of uncertainty in the estimate for a given model,
but also the uncertainty in the model selection itself.
We have illustrated model averaging with a reasonably
simple case. For more complex problems, one could
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easily envisage a suite of potentially realistic models
that could be fit to the data, each with different esti-
mates of relative abundance. In such a case, model
averaging would seem to be a reasonable method of
estimating relative abundance in the face of model se-
lection uncertainties.

We stress that, beyond the information required to
estimate detection probabilities, neither equivalence
testing or model averaging involves the collection of
additional data from the field. They are merely different
methods of analysis that can be conducted, once the
survey is completed, in order to make appropriate in-
ference about relative abundance.

Strictly speaking, in many situations such as the cot-
tontail example, performing hypothesis tests upon the
capture probability vectors p1 and p2, either using tra-
ditional or equivalence approaches, does not address
the main question of interest: is the overall probability
of being included in the count, Pi, about the same at
both points? Often Pi will be a nonlinear function of
the elements in pi, so in some circumstances the Pi’s
may be equal even when the vectors pi are not. For
instance, in a two-sample capture–recapture experi-
ment where p1 5 (0.7, 0.3) and p2 5 (0.3, 0.7), although
the vectors are different, P1 and P2 both equal 0.79;
hence, 1 would be an appropriate estimator. However,l̂
we believe that such situations are likely to be rare,
and would be clearly evident when one considers the
parameter estimates. In this example, the estimated p’s
do not suggest this to be the case. Potential solutions
to this problem are an ongoing area of research.

Our use of equivalence tests here has focused on
inference of detection probabilities. However, the
availability of this tool adds another dimension to con-
sidering inferences of direct scientific interest in a hy-
pothesis-testing context. In comparing two populations
with respect to some vital rate (e.g., survival rate), there
is now an option for which hypothesis should bear the
burden of proof, and the question of equality can be
addressed not in the trivial terms of exact equality, but
as being within some meaningful difference u. There
are precedents for this in other related fields. The
switching of the burden of proof has long been used
in the pharmaceutical industry, in which companies
must prove that new drugs are equivalent to existing
formulations. Also, following the cleanup of a contam-
inated site, the U.S. Environmental Protection Agency
requires the responsible parties to prove that the
cleaned site is equivalent to an undisturbed one (Manly
2001). In ecology, Sauer and Link (2002) take a Bayes-
ian estimation approach to defining equality within a
given tolerance. They define stability as a population
growth rate within a specified distance u from 1.0, and
compute the proportion of species in the North Amer-
ican Breeding Bird Survey whose populations are sta-
ble. A similar approach could be taken with equiva-
lence tests.

Our premise has been that detection probability tends

to vary over time and space, and therefore the burden
of proof should be on showing that it is equivalent, not
the opposite. Experience has confirmed differences in
detection probability more often than not; therefore,
the default approach in designing any monitoring pro-
gram should be to estimate detection probability and
adjust estimates of relative abundance accordingly. If
equivalence testing or model selection indicates that
the differences in detection probabilities are trivial, this
can be incorporated into the analysis as previously de-
scribed. Nevertheless, the practitioner should resist the
temptation to use a result of equivalence from a single
analysis to conclude that future estimation of detection
probabilities is unnecessary. Just as populations and
communities are dynamic, so are the factors that de-
termine the values of detection probabilities (e.g., ob-
servers, weather, animal activity).

The methods required to estimate detection proba-
bility are often seen to be expensive or difficult to
implement in the field. Of course in many cases, ani-
mals must be captured and marked, which can be dif-
ficult and expensive, but feasible. In other cases, there
is no need to physically capture animals (e.g., Karanth
and Nichols 1998, Langtimm et al. 1998, Nichols et
al. 2000, Boyce et al. 2001, MacKenzie et al. 2002).
Another argument has been that simple index methods
(e.g., raw counts) require fewer or none of the as-
sumptions required by complex capture–recapture
methods. We have shown that the opposite is true: 1l̂
actually requires more restrictive assumptions than 2l̂
that are unlikely to be true in practice. Whether detec-
tion probability is easy or difficult to estimate, without
doing so, it is impossible to determine whether a change
in the number of individuals counted by surveys con-
ducted at various points in time or space is due to a
change in the size of the populations or to changes in
detection probabilities.
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